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Molecular dynamics simulations were carried out to understand the propensity of the hydroxide anion for the
air-water interface. Two classes of molecular models were used, a classical polarizable model and a polarizable
multistate empirical valence bond (MS-EVB) potential. The latter model was parametrized to reproduce the
structures of small hydroxide-water clusters based on proton reaction coordinates. Furthermore, nuclear
quantum effects were introduced into the MS-EVB model implicitly by refitting its potential energy function
to account for them. The final MS-EVB model showed reasonable agreement with experiment and ab initio
molecular dynamics simulations for dynamical and structural properties. The free-energy profiles for both
the classical and MS-EVB models were mapped out across the air-water interface, and the classical model
gave a higher free energy at the interface with respect to bulk. However, the MS-EVB model gave little
free-energy difference between when the hydroxide anion was in the bulk and when it was present at the
air-water interface with its oxygen fully solvated and its hydrogen pointing toward the vapor. When the
hydroxide oxygen started to desolvate, the free energy increased dramatically, suggesting that the hydroxide
anion can be found in the interfacial region.

I. Introduction

Hydroxide anions are ubiquitous in nature, and its properties
are widely important in chemical, biological, environmental, and
atmospheric processes.1 In many of these cases, some of the
most important chemistry occurs at the interface of water with
either air or other solvents. For instance, when trace gases
approach an aqueous aerosol, it initially will come into contact
with the air-water interface, and the surface pH will influence
the uptake of these species. If a hydroxide anion has a propensity
for the air-water interface, it will signal a possibly that the
surface will be more basic than the aqueous bulk, depending
on the hydronium interfacial activity. For the case of hydronium
ions, it is reasonably well established that they have a propensity
for the air-water interface, leading to the conclusion that for
acid solutions, aqueous surfaces are acidic.2-5 However, there
is conflicting information about the propensity of the hydroxide
anion for the air-water interface. Macroscopic bubble and
droplet electrophoresis experiments suggest that the hydroxide
anion has a propensity for the air-water, oil-water, and general
apolar-water interfaces.6-12 Sum frequency generation (SFG)
and second harmonic generation (SHG) studies of an interface
between air and a NaOH concentrated aqueous solution sug-
gested that the hydroxide anion may have a minor but not a
significant presence at the air-water interface.13,14 Computa-
tional studies have provided conflicting information as well. For
instance, the hydroxide anion was found to have a propensity
for the interface between water and a hydrophobic wall using
a classical nonpolarizable force field,15 but subsequent studies
found that when thermal fluctuations were taken into account,

this was ameliorated.16 Also, it was found that for concentrated
NaOH solutions using a classical polarizable force field, the
hydroxide anion had a propensity for the interface.17 Another
study, using models of similar complexity but with a modified
hydroxide interaction potential, found that the hydroxide anion
was repelled from the interface at very low concentrations.3 In
addition, ab initio molecular dynamics (AIMD) and cluster
studies further suggested that the hydroxide anion was repelled
from the air-water interface,3 while other AIMD simulations
found that both the hydroxide and hydronium had a propensity
for the hydrophobic-water interface.18

There has been similar controversies related to the propensity
of large soft anions for the interface,19 in which surface tension
measurements promote an interface depleted of ions while
molecular simulation and surface-selective spectroscopy gener-
ally promote a surface with anions present.20-23 There is an
added challenge in understanding the propensity of hydroxide
anions for the interface in comparison with simple monovalent
ions, the fact that hydroxide anions can share protons with
adjacent water molecules. The classical models used in the
previously described simulations do not include this explicitly.
It may be important to incorporate proton sharing in a molecular
model to determine if it has a propensity for the air-water
interface. To account for this, AIMD calculations can be
employed, which have been used extensively to understand
hydroxide structure and dynamics in bulk water,24-27 but these
are very computationally demanding.

A method that can be a good compromise between classical
and AIMD simulations is the multistate empirical valence bond
(MS-EVB) model, which incorporates proton sharing between
multiple molecules and has been used significantly to understand
the hydronium ion in solution.28,29 For a hydroxide anion in
solution, the MS-EVB model, to the knowledge of the authors,
has not been applied. The fact that waters share protons with
the hydroxide oxygen may be of importance for understanding
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interfacial thermodynamic properties. Moreover, while for the
hydronium cation, polarizability may not be of great importance,
for the hydroxide anion, as has been found for other anions,30

its polarizability is expected to be significantly higher and may
play a key role in understanding its interfacial properties.

The work presented in this paper is a combination of two
different computational approaches for the understanding of the
propensity of the hydroxide anion for the air-water interface.
The first is using classical molecular dynamics (MD) simulations
with polarizable interaction potentials, with a hydroxide anion
refined against thermodynamic and structural data. The second
is using a newly developed MS-EVB model, which allows for
explicit sharing of protons in aqueous solution. For both, the
free-energy difference between the aqueous bulk and air-water
interface has been calculated for a single hydroxide ion in water.
The paper is organized as follows. Section II provides informa-
tion for the molecular models used, section III gives the
Simulation Details, and section IV gives the Results and
Discussion using the two methods. Finally, section V gives the
Conclusions. For the MS-EVB model, Supporting Information
gives some additional details of the parameters and functional
forms used for the molecular model.

II. Molecular Model Details

II.A. Classical Simulations. The rigid Dang-Chang water
model was utilized for the classical simulations, which has four
sites with a Lennard-Jones (LJ) interaction site located on the
the oxygen atomic position, two partial positive charges on
the hydrogen atomic positions, and an m-site located along the
oxygen-hydrogen bisector including a partial negative charge
and a point polarizability. The potential parameters and the
ability to reproduce experimental properties are given in
the referenced work.31 The classical polarizable hydroxide
model, developed for this work, was rigid with two sites. The
OH bond length was set to 0.96966 Å, with a single LJ site
located on the oxygen atomic position and charges located on
the hydrogen and oxygen atomic positions. The values for these
(LJ site and charges) are the same as those used for the MS-
EVB model, given in Table 1. A single-point polarizability was
used for the classical model, located on the oxygen atomic
position, with a value of 2.30 Å3.

II.B. Flexible Water Model. A four-site flexible and po-
larizable water model was developed for this work since a
flexible water model is required to implement the MS-EVB
procedure. The model has a single oxygen site, two hydrogen

sites, and an m-site located along the oxygen-hydrogen bisector.
An important aspect of water models for interfacial systems is
their ability to reproduce the correct intramolecular geometry.
The actual interfacial geometry is unknown, but the bulk and
gas-phase geometries can be measured experimentally. If a
model can represent both the bulk and gas-phase geometries
correctly, the probability that their interfacial geometry would
be correct would be higher than that if not. One model that
correctly reproduces both of these has been developed previ-
ously,32 which was fit to reproduce high-level ab initio cluster
data. However, to reproduce the proper liquid properties requires
the inclusion of nuclear quantum effects, using a technique such
as centroid molecular dynamics,33 which significantly increases
the computational cost of the simulations. Since the polarizable
MS-EVB model requires significant computational expense in
the first place, we deemed it beneficial to develop an empirical
water model that does a reasonable job without the need for
considering nuclear quantum effects explicitly.

A Morse potential was used to account for bond stretching,
in which the two oxygen-hydrogen bond stretches were
coupled.

UBond ) D0[1 - e-R(r1-r0,1)]2 + D0[1 - e-R(r2-r0,2)]2 (1)

where r0,1 and r0,2 are given by

r0,1 ) 0.91656 + 0.01159r2

r0,2 ) 0.91656 + 0.01159r1 (2)

where r1 and r2 represent the distances between each hydrogen
and the oxygen. It should be emphasized that for r1, its
equilibrium bond length is dependent on r2, and vice versa. The
values for R and D0 are given in Table 1. These were fit to
reproduce the symmetric and antisymmetric stretches for the
gas-phase IR spectroscopy of water. A bond-bending potential
was developed that couples the HOH bond angle with both of
the OH bond lengths

UBend )
k0

2
(θ - θ0)

2 (3)

k0 ) ka(r1 - r2) + kbr1r2 + kc (4)

θ0 ) θa(r1 - r2) + θbr1r2 + θc (5)

where the constants ka and θa and the other similar ones are
given in Table 1. The values for these constants were fit to
reproduce ab initio calculations.34 The gas-phase IR spectroscopy
of water was calculated for this model, giving peaks at 1595,
3610, and 3710 cm-1, which agree reasonably with the
experimental values of 1595, 3657, and 3756 cm-1.35

When a water molecule is solvated, its bend angle increases,
but for traditional molecular mechanics force fields, the opposite
occurs; it decreases. To remedy this, the charge distribution can
be coupled with the intramolecular geometry.32 For the devel-
oped water model, a simple coupling function is used, in which
each hydrogen charge is linearly dependent on its OH distance
and HOH angle

qH ) -0.14rOH + 0.17θHOH + 0.36 (6)

where θ is in radians, and the opposing charge is located on
the m-site, which adjusts so the water molecule charge is neutral.
At the equilibrium gas-phase geometry (r ) 0.9572 Å and θ )
104.52°),36 the hydrogen charge is 0.537 e. This equation was
parametrized to give the correct average liquid-phase OH bond
length (0.97 Å) and HOH bend angle (106.1°),37 along with
the correct gas-phase values.

TABLE 1: Potential Parameters for the Flexible Water
Model and Hydroxide Anion Used in the MS-EVB Potential

property H2O value OH-

D0 (kcal/mol) 105.69 134.95
R (Å-1) 2.279 2.08
r0 (Å) eq 2 0.969
ka (kcal mol-1 rad-2 Å-1) 51.91 N/A
kb (kcal mol-1 rad-2 Å-2) 36.8 N/A
kc (kcal mol-1 rad-2) 29.3 N/A
θa (rad Å-1) 0.927 N/A
θb (rad Å-2) -1.361 N/A
θc (rad) 1.303 N/A
σO (Å) 3.16 3.52
εO (kcal/mol) 0.18 0.1825
σΗ (Å) 0 0.0
εH (kcal/mol) 0 0.0
polarizability 1.444 3.34
qH (e) eq 6 0.2
qO (e) eq 6 -1.2
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To account for van der Waals interactions, a single Lennard-
Jones 12-6 site is located on the oxygen atomic position

ULJ ) 4ε[(σ
r )12

- (σ
r )6] (7)

where the σ and ε values are given in Table 1. In addition, there
is a single-point polarizability of 1.444 Å3 located on the m-site.
The m-site itself is dependent on the flexible molecular
geometry, with its position defined by the oxygen and the two
hydrogen positions

xm ) γ(xH1 + xH2) + (1 - 2γ)xO (8)

where the value for γ was set to 0.192. With this value, the
gas-phase dipole for water is 1.85 D.

When polarizability was combined with a four-site flexible
water molecule, we found that the polarization catastrophe
occurred, and as a result, we used a damping potential for
electrostatic interactions as described by Thole and other
subsequent work.38,39 In essence, at short distances, the charge-
charge, charge-dipole, and dipole-dipole interactions are
damped. The specific implementation of this closely resembles
that of a previously developed water model40 and is given in
the Supporting Information.

II.C. OH- MS-EVB Model. For a classical hydroxide anion
in water, multiple water molecules donate a hydrogen bond to
the hydroxide oxygen, but no explicit proton sharing is included.
In contrast, the MS-EVB model allows these water hydrogens
to be shared with the hydroxide anion, with each representing
an individual EVB state. The Hamiltonian for the MS-EVB
approach is given by

HEVB ) ∑
i)0

NS-1

∑
j)0

NS-1

〈i|Ĥ| j〉 (9)

where the summation is over all possible EVB states. Each value
i corresponds to a different adjacent oxygen-hydrogen pair,
which represents the hydroxide anion for the specific EVB state.
For illustration, Figure 1 gives an example of the implementation
of the MS-EVB technique for a small cluster. While four EVB
states are shown in the cluster, many more are possible. The
first one is with the defect on the hydroxide anion itself. For
the other EVB states, the defect resides on one of the water
molecules, and the original hydroxide is treated as a water
molecule. These additional EVB states include waters with their
hydrogens binding with the hydroxide oxygen (as shown in
states 2 and 3 in Figure 1). The criteria for binding are a
OOH-Hw distance less than 2.4 Å and a HOH-OOH-Hw angle

greater than 90°. In addition, waters with hydrogens binding to
the first solvation shell water molecules are included in the EVB
states, as shown in state 4 in Figure 1. In liquid water, a typical
number of EVB states is often around 13.

The described Hamiltonian shown in eq 9 (with NS EVB
states) forms a square matrix with a size of NS. Diagonal terms
are the classical interaction energies using a hydroxide potential
(described later) along with the water potential described
previously. For each diagonal term, the defect is placed from
one oxygen-hydrogen pair to another to coincide with the EVB
states, as shown in Figure 1. In addition to these diagonal terms,
nondiagonal terms exist, which are parametrized to reproduce
ab initio calculations. To determine the energy, the lowest
eigenvalue for this matrix is evaluated, and the Hellman-
Feynman theorem is used to calculate the forces. Further detailed
information on the general implementation of the MS-EVB
model can be found in other sources.28,29

Diagonal Terms. As stated earlier, the diagonal terms are
calculated with a classical polarizable potential for the hydro-
xide anion along with the described water model. The hydroxide
model nonbonded interactions are similar to those for the
classical simulations and are given in Table 1. In addition, a
single isotropic point polarizability of 3.34 Å3 is located at its
oxygen position. This value was calculated from ab initio
calculations of an isolated hydroxide anion at the CCSD(T)
level, with the aug-cc-pvtz basis set using the Molpro compu-
tational package.41 Unlike the model used for the classical
simulations, the hydroxide model here was flexible with a Morse
potential fit to represent the OH stretching potential fit from
CCSD(T) calculations with the aug-cc-pvtz basis set using the
Molpro computational package.41 Furthermore, Thole damping
was used, which is described in the Supporting Information.

Nondiagonal Terms. The nondiagonal terms are used to link
two EVB states that share the same hydrogen. This was
originally fit to reproduce the potential energy surface of one
hydroxide and one water, shown in the upper-left panel of Figure
2, calculated from CCSD(T), with the aug-cc-pvtz basis set using
the Molpro computational package.41 Multiple energy minimiza-
tions were carried out, and for each, the oxygen-oxygen
distance (rOO) was fixed, along with the q coordinate, which is
defined as q ) rOO/2 s [rOH]OO. The [rOH]OO value is defined as
the distance between an oxygen and the shared hydrogen
projected along the oxygen-oxygen vector. For the water-

Figure 1. Schematic of the formation of four possible EVB states.

Figure 2. Snapshots of the clusters used to parametrize the MS-EVB
hydroxide model. Each has a single hydroxide anion at the top of each
figure, along with, in a clockwise fashion, one, two, three, and four
waters.
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hydroxide clusters, there are two EVB states, one placing the
defect on the left and the other placing it on the right. A 2 × 2
MS-EVB matrix is formed with the diagonal terms (1,1 and
2,2) being represented by classical polarizable potentials. The
nondiagonal terms are fit so that the total MS-EVB energy
reproduces the ab initio potential energy surface (PES). A
function that is tanh with respect to rOO and quadratic with
respect to q was sufficient to reproduce the ab initio PES. The
specific functional form and the parameters used for the fit are
given in the Supporting Information. The PES calculated from
ab initio results and the EVB fit are given in Figure 3. A
reasonably good fit of the ab initio PES was achieved, as is
apparent by the agreement between the diagrams.

The PES derived only from the water-hydroxide pair was
found to be insufficient to describe cases where multiple waters
were bound to a hydroxide anion. To remedy this, the nondi-
agonal terms also included a contribution due to the angles they
had with other water molecules bound to the same hydroxide
anion. For instance, consider the upper right panel in Figure 2,
which has two waters binding with a hydroxide anion. This
would include three EVB states, the first placing the defect on
the top (with its hydrogen pointing up), one with the defect on
the left (state 2), and one with it on the right (state 3), creating
a three-state MS-EVB matrix. The nonzero nondiagonal terms
would have i,j values of 1,2 and 1,3 since state 1 is coupled to
both states 2 and 3 (but 2 and 3 are not coupled). These
nondiagonal terms first include contributions used to derive the
PES in Figure 3 but have another term corresponding to the
angle between the O3-O1-O2 (with O1 representing the top
oxygen) atoms. This second angular term results in a significant
increase in the average angle between adjacent water molecules
bound to a hydroxide in the minimized structure. The functional
form of this is tanh and is given, along with the parameters
used, in the Supporting Information. For clusters of size three
and four, the angular parameters (but not the functional form)
are different. As a result, three separate angular functions were
parametrized to correspond with a hydroxide with two, three,
and four water molecules bound to it. In rare cases when more
than four waters are bound to a hydroxide, the angular term is
the same as that with four. These angular potentials were fit to
B3LYP DFT cluster calculations with the aug-cc-pvdz basis set.

It has been shown recently that B3LYP DFT gives similar results
as MP2 calculations for hydroxide-water clusters;42 therefore,
this lower level of theory was deemed adequate for the larger
cluster fits. For these calculations, the NWChem computational
package was used.43,44

The angular fits made with respect to energy along with the
ab initio counterparts are given in Figure 4. The angle in this
case corresponds with one Oi-O1-Oj set, where 1 is the oxygen
on the top in the snapshots in Figure 2 and i and j are any two
water oxygens bound with the top oxygen. The agreement is
reasonable between the fit and the ab initio data. In addition,
the dependence of energy on distance for one water oxygen-
hydroxide oxygen pair is given in Figure 5 for the MS-EVB
model and ab initio data, showing reasonable agreement, even
though the distance dependence of these clusters was not
specifically fit.

Finally, there were tanh switching functions implemented for
the nondiagonal terms. Basically, when an OOH-HWater distance
approached 2.4 Å or the HOH-OOH-HWater angle approached
90°, the nondiagonal term went to 0. The specific forms of the
switching functions are given in the Supporting Information. It
should also be noted that the second angular term between
oxygens was also coupled to the switching functions. This

Figure 3. Potential energy surface for a single hydroxide and water molecule from ab initio calculations (left) and the EVB fit (right). The vertical
axis and contours represent the energy in kcal/mol offset by -28.0 kcal/mol, and q ) rOO/2 s [rOH]OO (as described in the text). Each contour line
represents a 1 kcal/mol difference.

Figure 4. Comparison of the energy dependence for one set of water
oxygen-hydroxide oxygen-water oxygen angles between ab initio and
the EVB potential for hydroxide clusters with waters. The energies
are offset by 50, 70, and 90 kcal/mol for 2, 3, and 4 H2O, respectively.
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allowed smooth transitions for the oxygen angular term when
the number of water oxygens bound to a hydroxide oxygen
changed.

Nuclear Quantum Effects. Nuclear quantum effects (NQE)
play an important role in the dynamics of proton transport for
the hydroxide anion in solution.25 Centroid molecular dynamics33

can be used to account for nuclear quantum effects and has been
used to study proton transport for the hydronium ion.28 However,
this results in a significant increase in computational cost, and
another solution was desired for this work. One approach used
for understanding the hydronium ion was to refit the MS-EVB
potential into an effective potential to account for NQE.29,45 This
method allows NQE to be included implicitly in the potential
and does not increase the computational cost of the simulations.
The procedure to parametrize the potential is to numerically
solve the Feynman path integral46 (at 298 K) for the probability
distribution of the centroid for each of the rOO and q coordi-
nates.47 The form of the integral is given in eq 7 in ref 29. The
refit potential is given in Figure 6 and is moderately different
than the pure ab initio result, which was also found when NQE
was introduced for the hydronium ion.29,45 The extra angular
contribution (to account for cases when more than one water
was bound to a hydroxide) to the MS-EVB potential was not

refit to include NQE since it was based on the heavier oxygen
atomic positions and not the hydrogen positions. It should be
noted, though, that the angular terms were different for the NQE
simulations than those without NQE by a constant offset to give
similar binding energies as the ab initio results.

III. Simulation Details

III.A. Classical Simulations. A cubic box of dimensions
26.22 Å in each direction was used for the classical simulations,
and 600 water molecules were present. There was a 0.5 ns
equilibration period of the system, followed by a 0.5 ns period
in which the radial distribution functions were collected. After
this period, the z-axis was elongated to 75 Å, allowing two
air-water interfaces to form that were normal to the xy plane,
followed by another 0.5 ns of equilibration. Finally, the potential
of mean force (PMF) technique was used to calculate the free-
energy profile of the hydroxide anion across the air-water
interface. This technique is described in detail elsewhere48,49

and fixes the hydroxide anion center of mass z-coordinate with
respect to the liquid center of mass in 1 Å increments across
the air-water interface. For each of these positions, an additional
0.5 ns of equilibration was performed, followed by 1.5 ns of
production at each position to acquire the average force acting
on the hydroxide center of mass along the z-axis. The average
force could then be integrated over the z-positions to give a
free-energy profile.48,49 A question may arise as to if the
equilibration time is long enough to converge the force. For
the classical hydroxide anion system at the air-water interface
with its z-coordinate fixed, we found that the force autocorel-
lation function converged to 0 in all three dimensions in 0.05
( 0.02 ps. This is consistent with previous work on ethanol, in
which the force autocorellation function acting along the z-axis
at the air-water interface converged to 0 after 0.1-0.2 ps.50

These are much shorter than the equilibration time.
III.B. MS-EVB Simulations. MD simulations were carried

out using the RESPA algorithm, which allows for the use of
multiple time steps.51 For all simulations, the fast time step was
set to 0.02 fs, which included all intramolecular interactions.
However, as described in section II.B, the water bond lengths
and angles were coupled with the partial charges. The partial
charges affect nonbonded interactions (in the Coulomb poten-
tial); therefore, there is an effective coupling of the fast
intramolecular coordinate with the nonbonded interactions. To
remedy this to a degree, the chain rule was applied to split up
the energy derivative into fast and slow parts. For instance, the
energy derivative with respect to the bond length was evaluated
as follows

dU
dr

) dU
dq

· dq
dr

(10)

where the left derivative was evaluated in the slow time step
and the right was evaluated in the fast time step. However, even
after splitting up the derivative, a relatively short time step of
0.2 fs was still required for the nonbonded interactions to
conserve energy in the MD simulation. When the MS-EVB
potential was implemented, all nondiagonal terms and intramo-
lecular diagonal terms were evaluated in the 0.02 fs time step,
while the electrostatic and LJ interactions were evaluated in
the 0.2 fs time step.

The temperature was set using the Nosé-Hoover chains
thermostat, with one chain placed on each atom.52 When
constant pressure was desired, it was controlled with the
Berendsen thermostat.53 Two types of simulations were carried
out, bulk simulations, which included 442 water molecules in

Figure 5. Comparison of the energy dependence of one water
oxygen-hydroxide oxygen distance between ab initio and the MS-
EVB potential for hydroxide clusters with waters. The energies are
offset by 50, 70, and 90 kcal/mol for 2, 3, and 4 H2O, respectively.

Figure 6. Potential energy surface for a single hydroxide and water
molecule with the inclusion of NQE. The axis and contours are defined
the same as in Figure 3.
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a cubic box, and interfacial simulations, which were in a slab
geometry, with the box length elongated in the z-direction
forming two air-water interfaces bisecting the z-axis. These
interfacial simulations had dimensions of 22 × 22 × 60 Å, with
the liquid length (in the z-direction) being approximately 27 Å
(with the rest being vapor). Simulations with similar setups have
been described in detail previously.31,54 When hydroxide was
present, a single hydroxide anion was included in the simula-
tions, along with 442 water molecules.

IV. Results and Discussion

IV.A. Flexible Pure Water. MD simulations of 1 ns in
length in a cubic box with 442 water molecules in the NPT
ensemble at 1 atm and 298 K were used to calculate the
dielectric constant, liquid density, and heat of vaporization of
pure water. The pressure was kept constant with the Berendsen
thermostat.53 The heat of vaporization was calculated by taking
the difference between the energy per mole in the liquid phase
and the gas phase and adding RT to account for the PV term. In
addition, the diffusion coefficient was calculated from a 1 ns
simulation in the NVE ensemble for the system of 442 water
molecules at a density of 0.995 g/mL. It should be noted that
this density was set to the average density calculated from the
NPT ensemble simulation, and the initial temperature was 298
K, which did not vary significantly during the NVE simulation.
To calculate the surface tension, a different simulation setup
was used, in which 1000 water molecules were placed in a
rectangular box with an elongated z-axis, with respect to the x-
and y-axis, forming two air-water interfaces. A 1 ns simulation
was carried out, and the surface tension was calculated in the
usual way31 in the NVT ensemble at 298K. The simulation
results for these properties and their comparison with experiment
are given in Table 2. Agreement is very good for diffusion,
liquid density, and dielectric constant. However, the heat of
vaporization and surface tension are somewhat underpredicted
with respect to experiment. From the NPT simulations, the radial
distribution function (RDF) for the water model was also
calculated and is given in Figure 7. The agreement between
experiment and simulation is reasonable, but the first OH and
OO peaks are at slightly lower distances than those experimen-

tally. One property of interest that cannot be compared with
experiment, and, to the knowledge of the authors, that has not
been calculated previously, is the water bend angle at the
air-water interface. The value of the HOH water bend
angle at the Gibbs dividing surface (GDS) was found to be the
same as that in the bulk. Only at values greater than 2 Å from
the GDS (toward the vapor) did the bend angle decrease toward
the gas-phase value (not shown).

IV.B. MS-EVB and Classical Hydroxide Anion Simula-
tions. NVE Simulations. Using the MS-EVB model with NQE,
six independent 50 ps simulations were carried out in the NVE
ensemble to understand the structure of water molecules
surrounding the hydroxide anion and to calculate its diffusion
coefficient. The initial temperatures and pressures were 298 K
and 1 atm, and the actual average temperatures and pressures
from these simulations were 302 K and 1.02 atm, slightly
different due to drift. The value calculated was 0.21 ( 0.04 Å2

ps-1, which compares with the experimental value of 0.53.55

This shows that the values predicted from the simulations are
underestimated with respect to experiment, likely due to a barrier
to proton transfer that is too high. The comparison between the
distance dependence of the potential energy between ab initio
and the MS-EVB model given in Figure 5 shows that for the
four-coordinated hydroxide, the MS-EVB model somewhat
overpredicts the potential energy at very short distances. In
addition, Figure 8 gives the RDFs, which were calculated from
these simulations and compared with the MS-EVB simulations
without NQE, classical simulation results, experiment, and
AIMD results. Experiment shows a slightly shorter first peak
for both the O-Ow and H-Ow peaks, and the peak heights are
somewhat higher experimentally. Interestingly, there is little
difference in the first peak location and size between the MS-
EVB-NQE and AIMD simulations. The most significant dif-
ference between MS-EVB-NQE and classical RDFs is that the
first H-Ow peak is somewhat broader and at shorter values for
the MS-EVB simulation. This is likely due to the proton sharing
that only the MS-EVB and AIMD models allow. Furthermore,
it can be observed that for the MS-EVB models, the inclusion
of NQE allows for shorter H-Ow and O-Ow distances than
those without and brings the RDFs closer to the experimental
values. This shows that including NQE can be very important
for understanding structural properties for this system.

Extracted from the MS-EVB-NQE simulations in the NVE
ensemble was the free energy along the γ coordinate,25 which
is defined as

TABLE 2: Comparison of Properties Between Simulation
and Experiment at 298 K

property simulation experiment

dielec. constant 85 ( 10 78.364

Fliquid 0.995 ( 0.003 g/mL 0.995 g/mL65

∆Hvap 9.95 ( 0.05 kcal/mol 10.5 kcal/mol66

diff. coefficient 2.5 ( 0.2 m2/s 2.3 m2/s67

surf. tens. 57 ( 8 dyn/cm 72 dyn/cm68

Figure 7. Comparison of water RDFs between simulation (lines) and
experiment69 (symbols represent first peak positions).

Figure 8. Comparison of water RDFs between the MS-EVB simula-
tions with NQE (black lines) and those without NQE (green lines),
classical simulations (red lines), experiment,70 and AIMD simulations25

(symbols represent first peak positions).
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γ ) rO*H - rOH (11)

where rO*H is the distance between the shared proton and the
hydroxide anion and rOH is the distance between the shared
proton and the water molecule that is closest to the hydroxide
anion. This value will approach 0 during a proton exchange.
During the NVE simulations, the probability distribution was
recorded as a function of γ (P(γ)) and transformed into the free-
energy profile (W(γ) ) -RT ln[P(γ)]) given in Figure 9. This
was not calculated for the classical simulations since proton-
transfer events are not allowed. Using this, a free-energy barrier
to proton transfer of 2.3-2.4 kcal/mol was calculated. A direct
comparison with experiment is difficult to make, but the
experimental energy of activation is approximately 2.5 kcal/
mol,56 which is similar to the results here.

A snapshot of the waters in the MS-EVB states are given in
Figure 10, with the hydroxide oxygen colored yellow for clarity.
What is apparent is that there is a strong tetrahedrally coordi-
nated hydroxide anion, which has been found in some AIMD
simulations25 but not in others.26,27 An interesting feature that
is shown in the snapshot is that water molecules that share
protons with the hydroxide can often be found above the
hydroxide anion (if it is pointed with its hydrogen up) and not
just in the region below it.

Interfacial Simulations. The procedure for mapping out a
free-energy profile for a classical molecule (described in section

III.A) across the air-water has been carried out numerous times
and is reasonably well established.22,48,57-60 However, for the
MS-EVB potential, a constrained coordinate approach (which
was used for the classical model) cannot be used due to the
fact that a proton-transfer event can occur, causing the hydroxide
oxygen to move. To overcome this, umbrella sampling was used
in its place,61 in which a harmonic potential was used for the
umbrella potential

u(z) ) kz(zOH - z0) (12)

where kz was set to 2 kcal/mol for all cases, zOH was the
hydroxide anion center of mass, and multiple values of z0 were
used. A total of seven values of z0 were used, including 0, -1,
-2, -3, -4, -5, and -6 Å with respect to the GDS of the
air-water interface. The GDS was determined by fitting the
water density to a hyperbolic tangent function, as has been done
previously.31 For each case (or z0 value), two independent 100
ps simulations were carried out, giving 200 ps of total time at
each value. The probability distribution for zOH was recorded
(corrected for the fact that the umbrella potential was used in
the usually way)61 for each of the simulations, and they were
matched in overlapping regions of different z0 values to give a
probability profile with respect to zOH. The probability distribu-
tion (P(z)) was transformed into a free energy (W(z) ) -RT
ln[P(z)]). It should be noted that while the hydroxide center of
mass was a parameter in the umbrella potential, the potential
was applied for each MS-EVB state. The value of W(z) extracted
only covers the location of the hydroxide in the state with the
lowest eigenvalue of the MS-EVB potential, but the actual
umbrella potential influences all MS-EVB states and samples z
positions that can be different than the z value shown for W(z).
This is illustrated in the snapshot in Figure 10, in which many
of the water molecules sharing a hydrogen with the hydroxide
anion are located above the hydroxide anion (if up is defined
as the direction that its hydrogen is facing). As a result, when
the z0 value is at the GDS itself, the hydroxide anion with the
lowest eigenvalue may be well solvated.

Figure 11 gives the free-energy profile calculated from the
classical and MS-EVB simulations. The uncertainty for the MS-
EVB values was around 0.3 kcal/mol, and it was around 0.1 kcal/
mol for the classical model. The classical model shows a clear
increase in free energy as the hydroxide anion approaches the GDS.
The degree of the free-energy increase may be expected to be
sharper as the ion crosses the GDS since the hydration free energy
for the hydroxide anion is -105.0 kcal/mol.62 However, it should
be noted that water molecules are “dragged” with the hydroxide
anion (as has been observed for other ions),48 and this mitigates

Figure 9. Free-energy profile along the proton reaction coordinate
taken from the MS-EVB simulations.

Figure 10. Snapshot showing all possible EVB states for a hydroxide
anion in solution.

Figure 11. Free-energy profile for the hydroxide anion with respect
to GDS (which is 0) of water, with negative values corresponding to
the water bulk and positive values corresponding the vapor phase.
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the expected sharp free-energy increase. In contrast, the MS-EVB
model shows that the hydroxide anion approaches the GDS with
little change in free energy but sharply increases as it crosses it.
The molecular configuration of the interfacial hydroxide anions
was with the oxygen fully solvated but with its hydrogen pointing
toward the vapor without any waters near the hydrogen. This
suggests a hydroxide anion that is present at the air-water interface
but repelled from its outer edge (or far toward the vapor). A similar
conclusion was reached for the propensity of the hydroxide anion
for the interface between water and a thermal wall using a classical
force field.16 As a result, there should be some spectroscopic
evidence of the hydroxide anion near the air-water interface but
not in high concentrations, which has been found experimentally.4,14

The apparent reason that the MS-EVB model has a lower
surface free energy than the classical model is due to its
tetrahedrally coordinated water molecules. The MS-EVB model
enforces that waters only bind if the HOH-OOH-Hw angle is
greater than 90° since that is what is found from the ab initio
calculations. With this, if the hydroxide anion is pointing its
hydrogen toward the vapor, it will be fully solvated when the
oxygen is at the air-water interface. Previous work has found
that for classical hydroxide anion models in bulk water, waters
are often found binding with the hydroxide with a HOH-OOH-
Hw angle less than 90°.63 As a result, classical models lose some
of their solvation if the oxygen is at the air-water interface,
reducing its propensity for the air-water interface.

V. Conclusions

Molecular dynamics simulations were carried out utilizing
classical and MS-EVB interaction potentials that were developed
for this work. Furthermore, a flexible water molecule was
developed, giving reasonable agreement with experiment for
pure water properties. Moreover, similar results were found for
the MS-EVB model and some AIMD simulations for certain
properties, but experimental structures were somewhat different
when comparing the RDFs. The free-energy profile was
calculated using the potential of mean force technique for the
classical model and umbrella sampling for the MS-EVB
potential. While the classical model showed a moderate increase
in free energy for the transfer of a hydroxide anion from the
bulk to the interface, the MS-EVB model gave a very sharp
increase in free energy, but not until the hydroxide crossed the
GDS. This points to an interface with the hydroxide anion
present, but not with strong adsorption, that is repelled to the
outer edge of the air-water interface.
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